This chapter provides a concise introduction to magnetization dynamics in single magnetic domains, with an emphasis on behavior in ferromagnetic metal thin films. The material presented here underpins micromagnetics, which writes coupled equations of motions for single magnetic domains, and spin torque, which adds additional terms to the equation of motion for a single domain.

In Section 1, I will provide motivation and formalism for the fundamental equation of motion of magnetization, the Landau-Lifshitz (Gilbert) equation, or LLG. Small-angle solutions of the LLG are developed in Section 2.1. I will emphasize how materials parameters have been extracted from experiments, particularly ferromagnetic resonance experiments, in Section 2.2, and tabulate some materials parameters in Section 2.3. Approaches to calculate large-angle dynamics are developed in Section 3; I show quasistatic aspects of switching and a short example of how to integrate the nonlinear LLG for a switching experiment. Finally, in Section 4, I describe how spin torque terms modify the LLG equation and draw out some simple consequences.

Interested readers may wish to consult more focused, recent reviews on specific topics covered here: by Farle on magnetic anisotropies in ultrathin films, by Russek on electrical measurements of magnetization dynamics in sub-micron structures, by Heinrich on the physical basis of ferromagnetic relaxation, by Stiles and Ralph on spin transfer torque, and by Mayergoyz et al on nonlinear magnetization dynamics in nanosystems.

1 Landau-Lifshitz-Gilbert (LLG) equation

The Landau-Lifshitz-Gilbert equation for magnetization dynamics includes two types of motion, precession and relaxation. Historical context for the equation is given in Section 1.3. Section 1.3.1 shows how the LLG can be motivated intuitively through magnetomechanical experiments, and show how additional terms (such as those resulting from spin torque) can be added to the equation of motion. In Section 1.4, I show how the Landau Lifshitz (LL) and and Gilbert (LLG) damping terms are equivalent in terms of the resulting motion, and can be used interchangeably.

1.1 Introduction

Our direct experience with magnets tells us about the final state of magnetization dynamics. The magnetization $\mathbf{M}$ of a soft ferromagnetic material tends to align with applied magnetic fields $\mathbf{H}$: permanent magnets are attracted to an iron body, after their dipolar field has magnetized the iron underneath, and compass needles rotate towards and eventually come to rest along the earth’s magnetic field. Both these examples illustrate that in the final state, the Zeeman energy

$$U = -\mathbf{M} \cdot \mathbf{H} \text{ (cgs)} \quad U = -\mu_0 \mathbf{M} \cdot \mathbf{H} \text{ (SI)}$$

is minimized, where magnetization $\mathbf{M}$ and applied field $\mathbf{H}$ line up parallel.

Our experience might then lead us to guess then that the full motion of magnetic north and south poles, $\dot{\mathbf{M}}$, describes rotation along a direct, energy-minimizing path. However, the dynamics of magnetization $\dot{\mathbf{M}}$ have two terms rather than only one, and the energy-minimizing term, relaxation, is usually one or two orders of magnitude smaller than an energy-preserving term, the precession. For precessional motion only, no energy is lost; $U = -\mu_0 \mathbf{M} \cdot \mathbf{H}_{\text{eff}}$ remains constant as the magnetization $\mathbf{M}$ simply rotates around the field $\mathbf{H}_{\text{eff}}$. The precession and relaxation terms were written first by Landau and Lifshitz in their 1935 paper.
1.2 Variables in the equation

Before describing the LL equation, we define the variables involved, the choice of which contains important assumptions about the physics.

**Reduced magnetization**  Ferromagnets are distinguished by their spontaneous magnetic order. For any magnetic material, the magnetization can be written as $M = N_v < \mu >$, where $N_v$ is a volume density of dipole moments (=[m$^{-3}$]) and $< \mu >$ is an ensemble average dipole moment (=[A·m$^2$]), taken along the direction of the applied field. The magnitude $|\mu|$ is constant in a ferromagnet, independent of applied field $H$ for constant temperature. Within a single domain, the magnetization is equal to the saturation magnetization $M = M_s = N_v |\mu|$. The direction of $\mathbf{M}$ can vary; the influence of $H$ is to change the direction. It becomes sensible to define the reduced magnetization $\mathbf{m}$

$$\mathbf{m} \equiv \frac{\mathbf{M}}{M_s} \quad (2)$$

as a unit vector of the magnetization direction. Magnetization dynamics are then rotational, at right angles to $\mathbf{m}$, describing trajectories on the unit sphere

$$\mathbf{m} \cdot \dot{\mathbf{m}} = 0 \quad (3)$$

Clearly, in ferromagnetic materials the demagnetized state $\mathbf{M} = 0$ is possible, but only as a large-scale average over domains, averaging to zero magnetization. Micromagnetic calculations make the similar assumption that in each finite element, $\mathbf{m}$ is a unit vector, $M_s$ does not change, and the task is to calculate $\mathbf{m}(r)$ for all space $r$.

**Effective field**  The magnetization direction $\mathbf{m}$ influences the energy of a ferromagnet in several ways. The Zeeman energy (Eq 1) created by applied external fields $\mathbf{H}_B$ is one energy term, but the variation of $\mathbf{m}(r)$ can create other terms as well. Anisotropies due to shape (dipolar fields), interaction with crystal fields (magnetocrystalline anisotropy, induced anisotropy in alloys), stress, and exchange all have different possible energy terms. The most convenient way to treat these additional energies is through the definition of an effective field,

$$\mathbf{H}_{\text{eff}}^i = -\frac{1}{M_s} \frac{\partial U_i}{\partial \mathbf{m}} \quad \text{(cgs)}$$

$$\mathbf{H}_{\text{eff}}^i = -\frac{1}{\mu_0 M_s} \frac{\partial U_i}{\partial \mathbf{m}} \quad \text{(SI)} \quad (4)$$

Since magnetic fields directed along $\mathbf{m}$ cannot rotate the magnetization, they are not effective. A cartesian basis for $\mathbf{H}_{\text{eff}}$ in three variables is thus less compact than a spherical basis:

$$\mathbf{H}_{\text{eff}}^i = -\frac{1}{\mu_0 M_s} \left( \frac{\partial U}{\partial m_x} \hat{x} + \frac{\partial U}{\partial m_y} \hat{y} + \frac{\partial U}{\partial m_z} \hat{z} \right)$$

$$\mathbf{H}_{\text{eff}}^i = -\frac{1}{\mu_0 M_s} \left( \frac{\partial U}{\partial \phi} \frac{\partial}{\partial \phi} + \frac{1}{\sin \phi} \frac{\partial U}{\partial \theta} \frac{\partial}{\partial \theta} \right) \quad (5)$$

where the derivative in $r$ is not allowed. It is conventional to take the magnetization direction as $\mathbf{r} = \sin \phi \sin \theta \hat{x} + \cos \phi \sin \theta \hat{y} + \cos \theta \hat{z}$.

1.3 The equation

In LL’s original paper, they propose the form

\[
\dot{\mathbf{M}} = \mathbf{H}_{\text{eff}} \times \mathbf{M} + \lambda \left( \mathbf{H}_{\text{eff}} - \frac{\mathbf{H}_{\text{eff}} \cdot \mathbf{M}}{M_s^2} \right) \mathbf{M} \ (\text{cgs})
\]

in a slightly different nomenclature\(\text{[8]}.\) In the 75-odd years since LL’s proposal, the equation stands uncorrected. Alternate forms proposed for the second (relaxation) term (see Section \(\text{[9]}\)) turn out to be equivalent. The gyromagnetic ratio in this context is

\[
\gamma = \frac{e}{2m_e} \ast g_{\text{eff}} \quad (\text{SI}) \quad \gamma = \frac{e}{2m_e c} \ast g_{\text{eff}} \quad (\text{cgs})
\]

where \(e\) is the electronic charge, \(m_e\) is the electronic rest mass, and \(c\) is the speed of light. Numerically, this is most conveniently expressed as

\[
\gamma = \gamma_0 \left( \frac{g_{\text{eff}}}{2} \right) \quad \gamma_0^{\text{cgs}} = -2\pi \cdot 27.99 \text{ GHz/T} \quad \gamma_0^{\text{SI}} = -2\pi \cdot 2.799 \text{ Mhz/Oe}
\]

with \(g_{\text{eff}} = 2\), as LL considered pure-spin moments only. This assumption has been relaxed in subsequent years and values of \(g_{\text{eff}}\) up to 2.2 have been established experimentally given the mostly quenched, but nevertheless finite amounts of orbital moment present in magnetic materials\(\text{[9]}.\) See Section \(\text{[23]}\) for discussion.

Modern treatments of the LL equation typically use an alternate form, although the original form is no less valid and is used occasionally. Dividing Eq. \(\text{[9]}\) through by \(M_s\), making use of the vector identity \(\mathbf{a} \times \mathbf{b} \times \mathbf{c} = \mathbf{b} (\mathbf{c} \cdot \mathbf{a}) - \mathbf{c} (\mathbf{a} \cdot \mathbf{b})\), thus \(-\mathbf{m} \times \mathbf{m} \times \mathbf{H}_{\text{eff}} = \mathbf{H} - \mathbf{m} (\mathbf{m} \cdot \mathbf{H}_{\text{eff}})\), and introducing the \textit{dimensionless damping} \(\alpha\), we can write

\[
\dot{\mathbf{m}} = -|\gamma| \mathbf{m} \times \mathbf{H}_{\text{eff}} - \alpha |\gamma| (\mathbf{m} \times \mathbf{m} \times \mathbf{H}_{\text{eff}}) \ (\text{cgs})
\]
\[
\dot{\mathbf{m}} = -\mu_0 |\gamma| \mathbf{m} \times \mathbf{H}_{\text{eff}} - \alpha \mu_0 |\gamma| (\mathbf{m} \times \mathbf{m} \times \mathbf{H}_{\text{eff}}) \ (\text{SI})
\]
\[
\lambda_{\text{cgs}} \equiv |\gamma| M_s \alpha
\]

The value of \(\lambda\), defined this way, is the same value in \(\text{s}^{-1}\) for both cgs and SI units, differing from the convention in Ref \(\text{[5]}\). The parameter \(\alpha\) is preferred by most authors and has the same value in the four combinations of unit system and damping form.

### 1.3.1 Precessional term

The first term of the LL equation is conservative. All energy stored in the magnetization system and its interactions with the lattice, expressed through the energy in the effective field, \(U = -\mu_0 M_s \mathbf{m} \cdot \mathbf{H}_{\text{eff}}\), remains stored under operation of this term. Because the precessional term is dominant, constant-energy lines for \(\mathbf{m}(\theta, \phi)\) can be a good approximation for trajectories.

The form for the precessional term can be derived from Eherenfest’s theorem in quantum mechanics, as shown in elementary texts such as Liboff\(\text{[8]}.\) For observable \(x\), the average time evolution is given by \(< \dot{x} > = [x, \hat{H}] / i\hbar\); the Hamiltonian contains the spin through \(\hat{H} = -\gamma \mu_0 \mathbf{B} \cdot \mathbf{s}\), and the transverse spin components oscillate as \(\omega = \gamma B\). This form was natural for LL\(\text{[8]}.\) We will instead motivate the precessional term semiclassically, through the Einstein-de Haas experiments\(\text{[12]}\).

---

\(1\) \(\mathbf{s} \leftrightarrow \mathbf{M}\) (spin magnetization), \(\mu_0 \leftrightarrow |\gamma|\) (explicitly for \(g_{\text{eff}} = 2\)), \(\mathbf{f} \leftrightarrow \mathbf{H}_{\text{eff}}\) for effective field, square brackets for cross products, parentheses for dot products, thus \(s/\mu_0 = [f s] + \lambda [1 - (f s) s/s^2]\).

\(2\) Their addition of the \textit{effective field} \(f\) was original and has been widely adopted since then.

---

Einstein-de Haas experiments  Einstein showed—in his only experiments—that there is a real connection between magnetization $M$ and angular momentum $L$. The magnetization of a cylinder of soft iron was suspended by a thin wire. An external solenoid coil, reversed the magnetization, changing it by $\Delta M = 2M_s$ along its axis. The reversal was seen to cause the cylinder rotate around its axis. The ratio between the mechanical angular momentum and magnetic angular momentum was indentified as $\gamma$, where $\Delta M = \gamma \Delta L$. This relation can be generalized to a dynamical equation. Taking the time derivative of both sides yields

$$\dot{M} = \gamma \tau \quad \dot{M} = \gamma \mu_0 M \times H$$

(12)

where $\tau$ is a mechanical torque on the body. In the second expression, we substitute the torque on a point dipole per unit volume (magnetization) in a uniform field, $\tau = \mu_0 M \times H$, appropriate under the single domain approximation detailed already. Eq. (12) provides an alternate and surprising derivation of the first term in the LL equation not mentioned in [6].

Magnetomechanical values of $\gamma$ were in reasonable agreement with the free-electron result $e/m (e/m c cgs)$. It is remarkable that Einstein was able to carry out these experiments in his spare time while he developed the theory of relativity, although students with similar ambitions should be aware that his measurements were found to be in error by a factor of two [11]. Magnetomechanical and microwave resonance measurements of $\gamma$ were later found by Barnett to agree within 10% [12], whose measurements continued into the early 1950s [13].

Additional torque terms  Both the torque and the magnetic moment are total, volume-summed quantities, so to convert an additional torque term to dynamics of reduced magnetization $m$, the torque term needs to be expressed as

$$\dot{m} = \ldots - \frac{|\gamma|}{S t M_s} \tau(cgs) \quad \dot{m} = \ldots - \frac{|\gamma|}{S t \mu_0 M_s} \tau(SI)$$

(13)

Here the volume of the film is taken as $S \cdot t$, where $S$ is the area and $t$ is the thickness.

1.4  Relaxation term

The relaxation term has been more controversial and more widely discussed in the years since LL’s paper. LL added the term completely ad-hoc in order to direct the magnetization towards $H_{\text{eff}}$. In the equivalent expression, Eq. (14), it is clear how relaxation operates geometrically: $m \times H$ is an axis about which $m$ needs to rotate to bring the $m$ and $H$ into alignment, and $m$ moves at right angles to it.

Gilbert form  An alternate form for the damping was proposed by Gilbert in 1955 [14], allowing the new LL equation to be written as

$$\ddot{m} = -|\gamma| m \times H_{\text{eff}} + \alpha m \times \dot{m} \quad (cgs) \quad \ddot{m} = -\mu_0 |\gamma| m \times H_{\text{eff}} - \alpha m \times \dot{m} \quad (SI)$$

(14)

This form is known as the Landau-Lifshitz Gilbert (LLG) equation. Gilbert justified the new damping term by claiming that the “higher” damping observed for Ni$_{81}$Fe$_{19}$ platelets would be better represented by a “viscous” term, proportional to $\dot{m}$. For low damping, $\alpha \ll 1$ (true for almost all known cases), it can be shown easily that the LL and LL-G forms are equivalent. If the relaxation term to the motion is small compared with the precessional term, one can obtain Eq. (14) from Eq. (14) by substituting $\dot{m} \simeq |\gamma| m \times H_{\text{eff}}$. 
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Functional equivalence of the LL and Gilbert damping  The identity between the LL and LL-G forms is more exact than a small-damping approximation. Magnetization trajectories are equivalent for all dampings, all angles, subject to an inconsequential redefinition of \( \gamma \). Decomposition of Eqs 10 and 14 into spherical coordinates yields the direct-integrable expressions

\[
\begin{bmatrix}
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = \mu_0 |\gamma| \begin{bmatrix}
\alpha & 1 \\
-1/\sin\theta & \alpha/\sin\theta
\end{bmatrix} \begin{bmatrix}
H_{\theta}^{\text{eff}} \\
H_{\phi}^{\text{eff}}
\end{bmatrix} \quad (SI, LL)
\]

(15)

\[
\begin{bmatrix}
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = \mu_0 |\gamma| \frac{1}{1 + \alpha^2} \begin{bmatrix}
\alpha & 1 \\
-1/\sin\theta & \alpha/\sin\theta
\end{bmatrix} \begin{bmatrix}
H_{\theta}^{\text{eff}} \\
H_{\phi}^{\text{eff}}
\end{bmatrix} \quad (SI, LLG)
\]

(16)

so that LL and LLG trajectories are absolutely equivalent if we take \( \gamma_{LL} = (1 + \alpha^2)^{-1} \gamma_{LLG} \). Gilbert recognized the equivalence in an expanded version of his paper published recently[15].

There can be no physical behavior that could be explained by the LLG that could not be explained by the LL, as long \( \gamma \) and \( \alpha \) are both free parameters. The gyromagnetic ratio would need to be resolved to better than one part in \( \alpha^{-2} \) to separate the expressions even in principle. Table 2.2 shows a best precision in measurements of \( \gamma \) to about 0.7%. While there may be formal reasons to prefer one form over another, a debate which continues[16], experimentalists have no reason to choose and can fit data to whichever form they prefer. The LL form is more convenient for algebraic manipulations since the right hand side contains no terms in \( \dot{m} \).

For completeness, we note that \( \lambda \), a relaxation rate (\( [=] \) s\(^{-1}\)) in the LL damping scheme, has an analogue \( G \) in Gilbert damping. We can write

\[
\lambda = \alpha \gamma_{cgs} M_s \quad G = \alpha \gamma_{cgs} M_s \quad \lambda = G
\]

The literature on ferromagnetic relaxation uses cgs units, so this definition of \( \lambda \) is conventional; see Table 2.2 for values. If \( \lambda \) is expressed in terms of SI magnetizations

\[
\lambda = G = \alpha \gamma_{SI} \frac{\mu_0 M_s}{4\pi}
\]

(18)

2 Small-angle magnetization dynamics

In this section, we consider small-angle rotations of the magnetization for in-plane magnetization. First, in Section 2.1, we see how the LLG can be linearized for small angles \( \theta \) with respect to an in-plane equilibrium magnetization. Solutions for this equation under for periodic driving are shown in Section 2.2. The corresponding experimental technique is ferromagnetic resonance (FMR), which measures the absorption of microwaves through the frequency-dependent susceptibility. FMR is the source of most data on the dynamical response of ferromagnetic materials and heterostructures. Experimental parameters, both in the "bulk" and possible modification through film surfaces (finite size effects) are reviewed in Section 2.3. Solutions for pulsed magnetization motion, relevant for the beginning or end of switching processes, are shown in Section 2.4.

2.1 LLG for thin-film, magnetized in plane, small angles

We will treat the magnetization dynamics of an ultrathin film, relevant for MRAM. Even for elements patterned to a 100 nm pillar, a 5 nm thick film ferromagnetic film can be approximated reasonably well as a
semi-infinite film. The magnetization is assumed to have its zero-field orientation in the yz plane. We take the film normal to be \( \hat{x} \). The magnetization is assumed to be saturated along \( \hat{z} \) in the presence of external applied fields along \( \hat{z} \), an approximation strictly true in limiting cases.\(^4\)

Much of the interesting behavior in magnetization dynamics concerns only small excursions of the magnetization from its equilibrium direction. We introduce the following reduced variables (cgs omits \( \mu_0 \)) \[\begin{align*}
\omega_M &\equiv \mu_0 \gamma M_s \\
\omega_H &\equiv \mu_0 \gamma H'_z \\
\lambda &\equiv \mu_0 \gamma M_s \alpha
\end{align*}\] \(\text{(19)}\)
defining \(H'_z = H_B + H_K + \ldots\), an effective field including any uniaxial (or unidirectional) anisotropy fields maintaining the magnetization along the biased direction. (Surface anisotropy terms will be discussed later.) We can express Eq \(\text{(10)}\) in the form

\[
\begin{bmatrix}
\dot{m}_x \\
\dot{m}_y
\end{bmatrix} = \begin{bmatrix}
-\alpha (\omega_M + \omega_H) & -\omega_H \\
\omega_M + \omega_H & -\alpha \omega_H
\end{bmatrix} \begin{bmatrix}
m_x \\
m_y
\end{bmatrix} + \begin{bmatrix}
\alpha & 1 \\
-1 & \alpha
\end{bmatrix} \begin{bmatrix}
\gamma H_{x,\text{eff}} \\
\gamma H_{y,\text{eff}}
\end{bmatrix}
\]

under the assumption \(m_x, m_y \ll 1\) and \(m_z \simeq 1\).

Equation \(\text{(2)}\) is the most compact form of the LL equation, valid for small angles. This system of two coupled ordinary differential equations in \(m_x, m_y\) can be converted to a single second-order ordinary differential equation in \(m_y\) by differentiating the first and substituting the second into the first. After some algebra we can convert these equations into the classical equation for a driven harmonic oscillator,

\[
\ddot{m}_y + \eta \dot{m}_y + \omega_0^2 m_y = f_0^2 \cos \omega t
\]

(20)

where the \(\alpha\) term in the drive is neglected. A similar equation could be written for \(m_x\). Note that all “constant” parameters, namely the the relaxation rate \(\eta\), resonant frequency \(\omega_0\), and driving amplitude \(f_0\), are functions of the applied field through \(\omega_H\).

Re-expanding the variables in SI units, we can write the Kittel equation for the resonant frequency of precession as

\[

\nu_0 = \frac{\omega_0}{2\pi} = \frac{[\gamma_0]}{2\pi} \left( \frac{g_{e,\text{eff}}}{2} \right) \mu_0 \sqrt{H'_z (H'_z + M_s)}
\]

(22)

### 2.2 Ferromagnetic resonance

In their 1935 paper, Landau and Lifshitz worked through Eq. \(\text{(1)}\) derived a correct expression for \(\chi(\omega)\) for a sphere, and predicted a large enhancement of microwave power absorption on resonance—all far before any experimental observation of magnetic resonance. Rabi and coworkers at Columbia reported the first experimental observation of NMR using time-of-flight techniques in 1938 \[15\]. The observation of resonant absorption at microwave frequencies, relying on advances in radar technology \[16\], did not appear until 1945; the first observation of ESR \[17\] was followed rapidly by the first observation of NMR in 1946 \[18\], then by FMR later that year \[19\]. The role of dipolar fields in increasing the in-plane resonance frequency for FMR (as \(\gamma \sqrt{BH}\)) was first understood by Kittel \[20\].

\(\text{Note that full alignment is strictly true only in the case of pure hard-axis or pure-easy axis alignment; see Section \(\S\).}\)
Microwave susceptibility  The absorption of microwaves in an insulating ferromagnet is found through the imaginary susceptibility $\chi''(\omega)$; eddy currents bring complications in conductive ferromagnets. From the equation for susceptibility in a forced harmonic oscillator, we can find $\chi(\omega)$ for the ferromagnetic thin film; neglecting terms in $\alpha^2$

$$\chi_{M,\parallel} = \frac{M_y}{H_y} = \frac{M_s}{H_y} \left( \frac{J_0^2}{\omega_0^2 - \omega^2} + i\eta \omega \right) = \frac{\omega_M (\omega_M + \omega_H)}{(\omega_0^2 - \omega^2) + i\eta \omega}$$

which can be expressed in terms of reduced variables,

$$h \equiv \frac{\omega_H}{\omega_M}, \quad h \equiv \frac{H_y^0}{4\pi M_s}, \quad \Omega \equiv \frac{\omega}{\omega_M}, \quad \chi_M = \frac{h + 1}{h (h + 1) - \Omega^2 + (1 + 2h) i\alpha \Omega}$$

On and near resonance, we can express $h = h_r + \Delta h$, where $h_r$ is the field for resonance at fixed frequency $\Omega$. We then have, neglecting terms $\Delta h^2 \ll 1$ and $\Delta h \ll h_r$,

$$\chi'' \approx \alpha \Omega^2 \frac{h_r + 1}{(1 + 2h_r)(\Delta h)^2 + \alpha^2 \Omega^2}$$

We see that there is a Lorenzian (peaked) enhancement of imaginary susceptibility (power absorption) at the resonant frequency $\omega = \omega_0$, by a maximum of $\alpha^{-1}$. Expressing the full-width in field for which $\chi''$ reaches half its peak value, we have

$$\Delta H(\omega) = \Delta H_0 + \frac{2\alpha}{|\gamma|} \omega(e^g s) \quad \mu_0 \Delta H(\omega) = \mu_0 \Delta H_0 + \frac{2\alpha}{|\gamma|} \omega(SI)$$

to which we have added an inhomogeneous broadening term $\Delta H_0$ due to large-scale magnetic disorder.

**Extraction of materials parameters**  Equation (24) describes how to measure the damping $\alpha$ in a swept-field, variable frequency FMR experiment. The damping $\alpha$ is found through a linear fit to frequency-dependent linewidth $\Delta H(\omega)$, where $\alpha$ is given by the slope and $\Delta H_0$ is given by the zero-frequency offset. The range up to 70 Ghz is best for materials such as Fe. Measurements in the range 0-24 Ghz are most reliable for ferromagnetic materials are very soft and there is little contribution from magnetocrystalline anisotropy (e.g. Ni<sub>81</sub>Fe<sub>19</sub>). The resonance position provides a good estimate of other materials parameters. From Eq we have $\omega_0 = \mu_0 |\gamma| \sqrt{H_y^0 (H_y^0 + M_s)}$, so the slope of $\omega(H)$ becomes an effective measurement of $M^{eff}_s$, which contains the surface anisotropy; the offset provides a measure of $H_K$. For in-plane measurements, $\gamma$ is best taken from tables.

**Eddy currents**  Eq (25) cannot be used for the damping of thick metallic ferromagnetic films. Rado and Ament have developed an expression for the equivalent permeability $\mu_{eff}(\omega)$ of semi-infinite films. The finite conductivity of the metal film implies a finite skin depth for microwaves; the skin depth is reduced compared with the nonmagnetic case by a factor $\mu_r^{-1/2}$. The inhomogeneous magnetization profile in the ferromagnet gives rise to inhomogeneous exchange fields, broadening the resonance. Experimental extraction of $\lambda$ often failed in bulk whiskers and oft-cited low-temperature values of $\lambda$ for Co and Fe are in fact poorly known. Accurate measurements of $\alpha$ in ferromagnetic metals were enabled only through the production of ultrathin ferromagnetic films, where the Rado-Ament analysis was not necessary. For films

---


---

4 An alternative view holds that disorder combined with exchange coupling between grains can also produce a frequency-dependent linewidth, but these complications are generally exhausted at relatively low frequencies (10-20 Ghz).
Table 1: Room-temperature values of materials parameters for several typical ferromagnets and ferromagnetic alloys. Precisions for $g_{eff}$ are no better than 1%, for $\alpha$ and $G$, no better than 5%.

<table>
<thead>
<tr>
<th>Material</th>
<th>$g_{eff}$ (Ref. [31])</th>
<th>$\mu_0 M_s$ (T) (Ref. [12])</th>
<th>$\alpha_0$ ($\times 10^{-5}$)</th>
<th>$\lambda$ or $G$ (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
<td>2.094 ± 0.02</td>
<td>2.1545</td>
<td>1.8</td>
<td>57 [41, 51, 55]</td>
</tr>
<tr>
<td>Co</td>
<td>2.170 ± 0.02</td>
<td>1.8173</td>
<td>8.5</td>
<td>170-280 [45]</td>
</tr>
<tr>
<td>Ni</td>
<td>2.185 ± 0.02</td>
<td>0.6165</td>
<td>23.3</td>
<td>220 [26]</td>
</tr>
<tr>
<td>Ni$<em>{81}$Fe$</em>{19}$ (Py)</td>
<td>2.129 ± 0.02 [2.09]</td>
<td>[0.95-1.07] [11]</td>
<td>6.7</td>
<td>107</td>
</tr>
</tbody>
</table>

Thinner than those which support a spin wave, Lock [24] has written an estimate for the damping due to eddy currents,

$$\lambda_{\text{eddy}} = |\gamma| M_s \alpha = \frac{\sigma}{12} (4\pi \gamma M_s)^2 \left( \frac{t}{c} \right)^2 (\text{cgs})$$

where the $\lambda_{ST, cgs}$ values have been defined as equal previously. For Fe, with large $M_s$ and small $\rho$, this can be substantially larger (by a factor of ~8) than that of Py, forming a sizeable fraction of its bulk damping at 50 nm. Py is much less sensitive. [36] For films much thinner than the (magnetic) skin depth, eddy-current damping became insignificant, and it became possible to extract $\alpha$ directly from Eq. [25] starting in the late 1960's [31]. The experimental program of B. Heinrich has centered on extraction of $\alpha$ in ultrathin epitaxial films [24, 56].

2.3 Tabulated materials parameters

The materials parameters which should be used in the LLG are reasonably well known in the bulk for elemental solids and "typical" soft alloys at room temperature. Finite size effects (thickness dependence) remain under investigation, particularly for the damping $\alpha$. We show parameters for ferromagnetic metals in the "bulk" in Table 2. Tabulated dynamics parameters have been measured by FMR, which remains the most quantitative of magnetization dynamics techniques. Values of $\mu_0 M_s$ and $g_{eff}$ come from magnetometry and are confirmed by magnetomechanical experiments, respectively.

2.3.1 Bulk values

Magnetic moments $M_s$ were tabulated by Stearns in the Landolt-Bornstein tables [55], reprinted here at 300K. [5] The alloy values are less certain. For nominal Ni$_{81}$Fe$_{19}$ alloys, fits to FMR data have indicated a range of 0.95-1.07 T. Interpolation of the Ni, Fe values in Table 2 would yield an estimate of 0.91 T with a sensitivity to composition of 0.015T/%. For constant alloy sputtering target composition (nominal film composition), even though the exiting flux from the target is thought to converge to the internal composition, deposited compositions can vary, by up to 8% for e.g. the Ni-Ti system [24], due to differences in thermalization of the ejected atoms.

For the elemental solids Fe, Co, Ni, the values given here for 300 K have been extrapolated from the 286.5 K values cited using factors of $1-c\Delta T$ where $c_Fe = 1.2 \times 10^{-4} K^{-1}$, $c_Co = 5.9 \times 10^{-5} K^{-1}$, $c_Ni = -4.2 \times 10^{-4} K^{-1}$. Values are taken for Fe[110], Co[0001], Ni[111]; nonnegligible anisotropy in $\mu_0 M_s$ exists, to 0.5% in Co at zero temperature, on the order of $5 \times 10^{-4}$ in the cubic solids.

Gyromagnetic ratios  Gyromagnetic ratios are known from a combination of magnetomechanical measurements \( g \) and FMR measurements \( g \), taken on bulk samples, in some cases on the same bulk samples\cite{43}: in careful experiments, good agreement (to better than 0.7% error) is found between the measurements satisfying the relationship \( 1/g + 1/g = 1 \)\cite{33}. The error cited for each material is the error for the composition datapoint, typically <1%; fits to binary alloy series should improve the error. Later investigations confirmed these values\cite{33}. Taking \( g_{\text{eff}} \) as a free parameter, allowed to range much outside of the band of values listed, or allowed to vary with thickness, is error-prone.

Damping  The most structure-sensitive of the parameters is the damping \( \alpha \), but only in a particular sense. The values given here are \( \alpha_0 \), the lowest values found in the literature for variable-frequency FMR spanning linewidth variations significantly greater than the inhomogeneous broadening; see Section 2.2.2. The Fe value of \( \lambda/G = 57 \text{ Mhz}(\alpha = 0.0018) \) is equal in sputtered films\cite{47} and single-crystal whiskers\cite{49} at room temperature in measurements up to 90 Ghz. Ni, also, shows \( \lambda/G = 220 \text{ Mhz}(\alpha = 0.023) \) equally in the two measurements\cite{26}. Co has not been shown to fit the Rado-Ament analysis for whiskers. Measurements of nominally FCC films on MgO have shown different Gilbert damping parameters \( \alpha \) for different crystal directions, not expected for a cubic material.

A higher value of \( \alpha_{\text{eff}} \) can be assumed for imperfect materials. However, \( \alpha_{\text{eff}} \) is not expected to be constant with frequency: where damping is increased due to magnetic inhomogeneities \( (\Delta H_0) \), effective \( \alpha_{\text{eff}}(\omega) \) is a decreasing function of frequency, converging towards \( \alpha_0 \); see Ref. \cite{51}. \( \alpha \neq \alpha_0 \) thus reflects some departure from a single-domain model.) Complicating the matter further is that the lowest values of \( \alpha \) have been observed in sputtered films; crystallographically optimized MBE Fe films exhibit significantly higher values of \( \alpha \)\cite{33}, attributed to the presence of vacancies\cite{33}.

2.3.2 Finite-size effects

Effective magnetization  There is some question whether the bulk magnetization applies for ultrathin films. Where interface structure is well-controlled, it appears unlikely: experiments on epitaxial Co/Cu report, in roughly equal numbers, enhanced, reduced, or unchanged magnetic moment \( \mu_B \) per Co interface atom; see Table 21 in\cite{42}. In magnetization dynamics experiments, possible finite-size effects on magnetization are overwhelmed by surface anisotropy, proposed by Neél in the 1950’s\cite{50}. Surface anisotropy introduces free energy terms per unit area of the top and bottom FM interfaces as \( U_{i,\text{area}} = -\sigma_i m_i^2 \), where the interfaces favor in-plane magnetization for \( \sigma < 0 \). Thus

\[
\mathbf{H}_{\text{eff}} = 2\frac{\sigma_{\text{top}} + \sigma_{\text{bottom}}}{\mu_0 M_s} \frac{1}{t_{\text{FM}}} m_s \mathbf{\hat{x}} \quad \mu_0 M_{s,\text{eff}} = \mu_0 M_s - \frac{4\sigma}{M_s} \frac{1}{t_{\text{FM}}} \quad (27)
\]

which, as can be seen, has the sole effect of changing the “effective” \( \mu_0 M_s \) resulting from a fit of the form Eq\cite{22}. First identifications of surface anisotropy in FMR experiments date from the 1970s, though film preparation is in question for experiments from this era. Py/air was identified to have a surface anisotropy of \( \sigma = 0.08 \text{ mJ/m}^2 \)\cite{11}. More recently, Rantschler et al have estimated \( \sigma \) in Py/Cu, Py/Ag, Py/Ta, finding 0.100, 0.100, and 0.070 mJ/m\(^2\), respectively\cite{13}. The positive surface anisotropy, which favors perpendicular magnetization, has the effect of reducing the resonance frequencies as if \( \mu_0 M_s \) were reduced. In a Cu/Py(5 nm)/Cu film, \( \mu_0 M_{s,\text{eff}} \) becomes reduced by roughly 0.1 T.

Gyromagnetic ratio  It is not clear whether there is a size effect in the gyromagnetic ratio. Some have proposed that the balance \( \mu_L/\mu_S \) could be enhanced in structures of finite dimension\cite{13}, making larger values of \( g_{\text{eff}} \) plausible in ultrathin films. Variable-frequency, perpendicular FMR (normal condition) is
2.4 Pulsed magnetization dynamics

Equation (28), derived under the assumption of small amplitudes, $\alpha \ll 1$, and sinusoidal driving fields, can be rewritten for arbitrary transverse external fields $H_y(t)$

$$\ddot{m}_y + \eta \dot{m}_y + \omega_0^2 m_y = (\omega_M + \omega_H) \mu_0 \gamma H_y(t)$$

where the longitudinal field $\omega_H = |\gamma| \mu_0 H_{B,Z}$ is taken to be constant. For a step function in transverse magnetic field, the magnetization trajectory describes a damped sinusoid with initial conditions dependent on the initial state. The simplest case is where a finite rotation, in-plane angle $\theta_0 \approx m_y(0) = m_y(t = 0)$, relaxes to zero after removal of a finite-width, fast fall-time pulse (falling step). The solution for Eq (28) is
where $\eta$, $\omega$ – both field-dependent – are given as in Eq. 29. It is less straightforward to incorporate inhomogeneous broadening in this expression; one can calculate a frequency linewidth by multiplying $\Delta H(\omega)$ by $\partial \omega_0 / \partial H$, which can be substituted in the expression for $\eta$.

The first high-speed inductive measurements of magnetization dynamics were carried out at IBM-Zurich in the early 1960s[53]; the 350 ps risetime of the pulse was sufficient to look at low-frequency precessional dynamics ($\sim 1$ GHz). The NIST-Boulder group updated the technique using electronics with higher frequency capability[54], and have investigated precessional dynamics up to 3 GHz[55]. Pump-probe magnetooptical Kerr effect measurements of small angle magnetization dynamics, demonstrated first on EuS films[56], were extended to metallic ferromagnetic systems[57], also by the NIST group. Similar experiments have been carried out on lithographically defined micron-size structures, monitored through time-dependent magnetoresistance[58].

3 Large-angle dynamics: switching

In this section, we consider the limit of motions up to 180°. In Section 3.1, we develop a model for the quasistatic switching of a single domain with arbitrary in-plane anisotropy axis. We show that there is a critical field large enough for spontaneous switching at any temperature, with an energy barrier for lower fields. In Section 3.2, we develop a simple model for thermal reversal rates over the barrier. Thermally activated switching is relevant for the small patterned elements used in MRAM and essential in some switching schemes. Finally, in Section 3.3, we show integrated switching trajectories for single-domain thin film elements, illustrating the effect of damping $\alpha$.

3.1 Quasistatic limit: Stoner-Wolfarth model

In this section, we will consider the quasistatic switching behavior of a single-domain magnetic particle with well-defined anisotropy. Note that any behavior described here can be described, in greater detail, through direct integration of the LLG. The LLG reaches equilibrium $\dot{m} = 0$ where the precessional term is zero. Thus the torque

$$\tau = m \times H_{\text{eff}} = 0$$

or, equivalently, magnetization $m$ and applied effective fields $H_{\text{eff}}$ are collinear. This is a useful property in simulation: micromagnetic ground states (for $N$ particles coupled through magnetostatics or otherwise) can be found by integrating the LLG forward to convergence, accelerated by taking unphysically large values of $\alpha$.

**Energy expression** We assume that the particle has some "built-in" structure, or anisotropy which favors magnetization in a particular direction. This model was first considered by Stoner and Wohlfarth in 1948[58]. The anisotropy can be expressed as a contribution to the energy $U_A$ which depends on the magnetization orientation $\phi$,

$$U_A(\phi) = K_u \sin^2 (\phi - \phi_u)$$
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where \( \phi_u \) is the angle of the preferred direction of the magnetization. The energy is minimized where \( \phi = \phi_u \) and maximized where \( \phi = \phi_u \pm \pi/2 \) ("hard axis"), but is equivalent for \( \phi = \phi_u \) and \( \phi = \phi_u \pm \pi \) ("easy axis"). The anisotropy axis thus has no direction, only an orientation. \( K_U \) is an anisotropy constant and takes units of erg/cm\(^3\).

Defining

\[
H_K \equiv \frac{2K_u}{M_s}, \quad h_B = \frac{H_B}{H_K}, \quad u = \frac{U}{M_s H_K}
\] (32)

the normalized total energy including Zeeman and anisotropy terms is

\[
u = -m_z h_B + \frac{1}{4} \left[ 1 - \cos 2\phi \cos 2\phi_u + \sin 2\phi \sin 2\phi_u \right]
\] (33)

**Hard and easy axis magnetization**  In the hard axis case, \( \phi_u = \pi/2 \); in the easy-axis case, \( \phi_u = 0 \). For these two cases, Eq. (33) becomes

\[
u_{HA} = -m_z h_B + \frac{1}{2} m_z^2 \quad \nu_{EA} = -m_z h_B + \frac{1}{2} (1 - m_z^2)
\] (34)

since \( m_z = \cos \phi \). We can find the equilibrium magnetization by taking the first derivative of \( u \) with respect to \( m_z \), and find

\[
m_z^{HA} = h_B \quad m_z^{EA} = -h_B
\] (35)

which is a stable minimum only for the hard axis case. The energy minimum for the easy axis case must lie on either extremum, \( \phi = 0 \) or \( \phi = \pi \). Clearly the lowest energy is found for \( \phi = 0 \) for \( h_z > 0 \) and \( \phi = \pi \) for \( h_z < 0 \).

Switching does not respond simply to the energy minimum. For an initial state \( \phi = \pi \) under the application of \( 0 < h_z < 1 \), or \( H_B < H_K \), the \( \phi = 0 \) state becomes lower and lower in energy compared with
the $\phi = \pi$ state, but the single domain cannot rotate into it. As illustrated in Figure 4, an energy barrier develops between the two states. Small excursions away from $\phi = \pi$ only raise the energy. Only when the $du/d\phi < 0$ over the whole domain $-1 < h_B < 1$ will the particle switch. This condition becomes true for $h_B \geq 1$ or $H_B > H_K$. For lower fields, thermal activation is required to mount the energy barrier.

**General case: the switching asteroid** Richer behavior emerges if we consider the problem more generally. We would like to consider the critical field for switching $h_0$. We now allow both the reduced magnetization $m = M/M_s$ and the reduced field $h = H/H_K$ to take any direction in the $xy$ plane. We will see that the critical field is a function of angle as well as magnitude, so $h_0$ is a dividing line in the control plane. This geometrical approach originates with Slonczewski. Here we follow Thiaville’s notation\[59\]. A convenient aspect of this formulation is that it can be used for any form of the in-plane anisotropy energy, given here as $G(\phi)$. The magnetization takes angle $\phi$ with respect to the $x$-axis, giving us magnetization vector $m$ and its orthogonal in-plane vector $\hat{e} \equiv \hat{\phi}$; this is a different coordinate system than the $yz$ film plane considered up until now.

$$m(\phi) = \cos \phi \hat{x} + \sin \phi \hat{y} \quad \hat{\phi} = e = -\sin \phi \hat{x} + \cos \phi \hat{y}$$  \hspace{1cm} (36)

To find equilibria, we already know to take

$$\frac{\partial m(\phi)}{\partial \phi} = e \quad \frac{\partial^2 m(\phi)}{\partial \phi^2} = -m$$  \hspace{1cm} (37)

and for stability, $\partial^2 u/\partial \phi^2 = 0$.

$$\frac{\partial}{\partial \phi} \left( -e \cdot h_0 + \frac{\partial u_A(\phi)}{\partial \phi} \right) = m \cdot h_0 + \frac{\partial^2 u_A(\phi)}{\partial \phi^2} = 0$$  \hspace{1cm} (38)

Decomposing $h_0 = h_0^m m + h_0^e e$, these two criteria give

$$h_0 = -\frac{\partial^2 u_A(\phi)}{\partial \phi^2} m + \frac{\partial u_A(\phi)}{\partial \phi} e = -G'' m + G' e$$  \hspace{1cm} (40)

From here, we can transfer back into the Cartesian system using Equations 36 and 37.

$$h_0 = -\left( G'' \cos \phi + G' \sin \phi \right) \hat{x} + \left( -G'' \sin \phi + G' \cos \phi \right) \hat{y}$$  \hspace{1cm} (41)

Fixing $\hat{x}$ for the uniaxial anisotropy easy axis, after some algebra, yields

$$h_0 = -\cos^3 \phi \hat{x} + \sin^3 \phi \hat{y}$$  \hspace{1cm} (42)

For $\phi = 0$ ($m = 1$) and $\phi = \pi$ ($m = -1$), the magnetization lies along the easy axis. In order to destabilize the positive (negative) magnetization $m = \pm 1$, it is necessary to apply an opposite, negative (positive) field $H = \mp H_K$, or $h = \mp 1$. The boundary between switching and no switching, known as the switching asteroid, is shown in Figure 3.

3.2 Thermal switching

For easy-axis switching, we saw that for applied fields large enough, \( h > -m \), there is no energy barrier for reversal. Magnetization reversal is continuously energetically favored for rotation of \( \phi \) away from \( \phi = 0 \). For smaller, subcritical fields \( |h| < 1 \) directed along the easy axis, an energy barrier exists for switching, as shown in Fig. 3. If no thermal energy were available, a particle would never switch for \( |h| < 1 \). Thermal fluctuations help drive the magnetization over the barrier, and yield a finite, thermally activated switching rate which depends on the applied field and volume of the particle.

In Eq. 34, if we take our starting point as \( m_z = 1 \) \( (\phi = 0) \) and apply a field \( h \) along \( -\hat{z} \) (opposite to the magnetization direction), we find that the energy difference between the initial state and the unstable equilibrium at \( m_z = -h \) is

\[
\Delta u = u_{eq} - u(\phi = 0) \quad \Delta u = \frac{1}{2} (1 - h_B)^2
\]

The Arrhenius-Neel equation for kinetics (e.g. Ref. [6]) states that the frequency \( \nu \) of overcoming the barrier (and switching) should be

\[
\nu(\Delta U, V, T) = \nu_0 e^{-\Delta E_b/k_B T} \quad \Delta E_b = \frac{1}{2} M_s H_K V \left( 1 - \frac{H_B}{H_K} \right)^n \quad n = 2
\]

for an energy barrier \( \Delta E_b \). \( k_B \) is the Boltzmann constant, \( k_B(300K) = 25.86 \) meV, \( \nu_0 \) is a temperature-independent "attempt frequency." The value \( n = 2 \) obtains for easy-axis switching; for the full Stoner-Wolfarth model with arbitrary orientation of the anisotropy axes (not shown here), \( 1.5 \leq n \leq 2 \). Expressing a characteristic time \( \tau = \nu^{-1} \), if a switching experiment is carried out many times, the number of times \( N \) the particle does not reverse in time \( t \) is given by

\[
\frac{\partial N}{\partial t} = -\frac{N}{\tau} \quad N(t) = N_0 e^{-t/\tau}
\]
Figure 4: Probability of not-switching of a magnetic tunnel junction in response to field pulses of width $t_p$, $P_{ns}(t_p)$, variable pulse amplitude $i$. From Ref [62].

for $N_0$ attempts. The probability for switching after time $t P_s(t)$ is thus

$$P_s(t) = 1 - P_{ns}(t) = 1 - e^{-t/\tau} \quad \tau = \mu_0^{-1} e^{\Delta E_b/k_B T}$$

(46)

where $\Delta E_b$ was given in Eq [61]. Wernsdorfer and coworkers [61] applied Eq [61] to the low-temperature (0.2-6 K) and low-speed switching of a single 25 nm diameter Co nanoparticle, measured through a SQUID microbridge with temporal resolution of $\sim 250 \mu s$.

**Thermal switching experiments: MRAM** In the context of MRAM, Rizzo and coworkers at Motorola applied Eq. [62], $n = 2$, to the thermal switching in magnetic tunnel junctions [63] for pulse durations $t_p$ of 5ns-100µs at room temperature. The magnetic state was characterized through the magnetoresistance. Data are shown in Figure 4 for the probability of not-switching after pulse duration $t_p$ $P_{ns}(t_p)$ under the application of field pulses with different values (currents) of $H/H_K$ (given there as $i/i_{sw}$). Excellent agreement is shown with the single-domain / single-energy-barrier model. Other contemporaneous experiments showed more complicated behavior, with multiple energy barriers indicating thermal activation of domain walls [63]. Further experiments characterized the full thermal switching astroid, with arbitrary pulse direction, at constant sweep rate [63].

### 3.3 Switching trajectory

In this section we will examine a calculated trajectory for switching of a thin-film element. A convenient dimensionless form can be used for integration if we take out a factor $T = \mu_0 \gamma M_s$. Defining dimensionless $t' = T \cdot t$,

$$T^{-1} \begin{bmatrix} \dot{\theta} \\ \dot{\phi} \end{bmatrix} = \begin{bmatrix} \partial \theta / \partial t' \\ \partial \phi / \partial t' \end{bmatrix} = \frac{1}{1 + \alpha^2} \begin{bmatrix} \alpha & 1 \\ -1/\sin \theta & \alpha/\sin \theta \end{bmatrix} \begin{bmatrix} \dot{\theta}^{\text{eff}} \\ \dot{\phi}^{\text{eff}} \end{bmatrix}$$

(47)
3.3 Switching trajectory

Figure 5: Switching on the unit sphere (phase plot, implicit in time), under the influence of $h = +1$, initial condition $m_x = -1$, thin film magnetized in $(xy)$ film plane. The z-axis is taken to be the film normal. Trajectories for $\alpha = 1$ and $\alpha = 0.1$ are shown. Total integration time is $t' = 100$, or $\sim 6$ ns.

Note that for Py, for example, $t' = 1$ is reached for $t = 64.5$ ps. Fields can be transferred from the rotating frame to the cartesian frame through

$$\begin{bmatrix} h_\theta \\ h_\phi \end{bmatrix} = \begin{bmatrix} \cos \theta \cos \phi & \cos \theta \sin \phi & -\sin \theta \\ -\sin \phi & \cos \phi & 0 \end{bmatrix} \begin{bmatrix} h_x \\ h_y \\ h_z \end{bmatrix}$$ (48)

**Example: influence of $\alpha$** For a useful example, we can take a thin film magnetized in plane, evolving under the influence of an in-plane switching field. To be consistent with the form where the polar axis is $\hat{z}$, the film plane is $xy$, and we have effective fields as follows:

$$h_x = h_b \quad h_z = -\cos \theta$$ (49)

$$\begin{bmatrix} h_\theta \\ h_\phi \end{bmatrix} = \begin{bmatrix} h_b \cos \theta \cos \phi + \sin \theta \cos \theta \\ -h_b \sin \phi \end{bmatrix}$$ (50)

The expression for direct integration is then given as

$$\begin{bmatrix} \partial \theta / \partial t' \\ \partial \phi / \partial t' \end{bmatrix} = \frac{1}{1 + \alpha^2} \begin{bmatrix} -1/ \sin \theta & 1/ \sin \theta \\ -\alpha/ \sin \theta & \alpha/ \sin \theta \end{bmatrix} \begin{bmatrix} h_b \cos \theta \cos \phi + \sin \theta \cos \theta \\ -h_b \sin \phi \end{bmatrix}$$ (51)
We show integrated trajectories from \( m_x = -1 \) to \( m_x = +1 \) in Figure 5. Notice the influence of \( \alpha \) on the convergence towards a new equilibrium direction, very rapid for \( \alpha = 1 \), and less direct for \( \alpha = 0.1 \). The effective field from demagnetization keeps the magnetization trajectory more in-plane than out of plane.

4 Magnetization switching by spin-transfer

In this final section, we show how spin torque terms are added to the LLG equation (Section 4.1), write the full LLG with spin torque terms (Section 4.2), and show a simple estimate for the SMT switching current. Sun has presented a thorough set of calculations of spin-torque switching for single domains, with anisotropy and thermal activation, in [65].

4.1 Additional terms to the LLG

Spin polarized currents can act as an additional source for torque on the magnetization [66, 67]. A spin-polarized electron carries an angular momentum \( \hbar \). If the electron is scattered in the FM layer, reversing its spin through transfer of angular momentum to \( \mathbf{m} \), \( \mathbf{m} \) rotates according to the torque exerted. This is spin transfer torque. The angular momentum transferred per unit time (torque) is thus \( \tau \sim 2\hbar JSP/e \), where \( J \) is the current density, \( e \) is the electronic charge, \( 0 < P < 1 \) is the spin polarization, and \( S \) is the area. Taking \( \hat{p} \) as the spin direction of the spin polarized current incident on the FM, we have for the additional term to magnetization dynamics, through Eq. (52)

\[
\tau = \frac{|\gamma|}{S\hbar\mu_0 M_s} \tau(SI) \quad \dot{\mathbf{m}}_{\text{STT}} = -\frac{2\hbar J|\gamma|P}{e\mu_0 M_s I} \hat{p}
\]

Most interesting to note here is that there can only be a contribution to magnetization dynamics where \( \mathbf{m} \) and \( \hat{p} \) form angles other than zero and \( \pi \). Any components of \( \dot{\mathbf{m}}_{\text{STT}} \) which are parallel to \( \mathbf{m} \) will make no contribution, since torque terms can only rotate the magnetization, \( \dot{\mathbf{m}} \cdot \mathbf{m} = 0 \). The transverse component of the spin current can be isolated by taking \( \mathbf{M} \times \mathbf{M} \times \hat{p} \) and the contribution to magnetization dynamics given by spin torque is

\[
\dot{\mathbf{m}} = \ldots + \gamma A_J \mathbf{m} \times \mathbf{m} \times \mathbf{p} + \gamma B_J \mathbf{m} \times \mathbf{p} \quad A_J \equiv AJ \simeq \frac{2\hbar P}{e\mu_0 M_s} \frac{1}{I} J
\]

where \( A_J \) is the Slonczewski spin torque. \( A_J \) is an experimental parameter, proportional to (an odd function of) current density \( J \), with estimate as given. \( B_J \) is the field-like spin torque, introduced separately; its dependence on current and voltage is under investigation. [68, 69] Both terms have units of field (T).

4.2 Full-angle LLG with spin-torque

In terms of the magnetization coordinates, Eq (52) can be expressed

\[
\dot{\mathbf{m}} = \ldots + \gamma A_J \mathbf{m} \times \mathbf{m} \times \mathbf{p} + \gamma B_J \mathbf{m} \times \mathbf{p} \quad A_J \equiv AJ \simeq \frac{2\hbar P}{e\mu_0 M_s} \frac{1}{I} J
\]

Defining \( T = \gamma \mu_0 M_s \), normalized time \( t' = T \cdot t \) and normalized spin torque parameters \( A'_J = A_J/M_s \), \( B'_J = B_J/M_s \), the single-particle, full angle LLG with spin torque can be written

\[\text{i.e. the direction of } \mathbf{m}_2 \text{ if current is injected from } \mathbf{m}_2 \text{ into } \mathbf{m}_1\]
Nulling of damping If the effective field and the injected spin polarization, $H$ and $\hat{p}$, are collinear, the effective damping can be made zero through the spin torque. Damping is expressed in the on-diagonal terms of the right-hand-side of the equation. These cancel in the case of

$$A_J \geq \alpha H$$

Since it is known that $A_J$ is proportional to current, we can express

$$A_J = A J \geq \alpha H \quad J \geq \frac{\alpha H}{A}$$

Zero damping implies that equilibrium magnetization becomes unstable to any perturbation. A remarkable result of the nonlinear aspects of the LLG is that a limit cycle, oscillating around the equilibrium, can replace the stable state. The stable precession is the basis of the spin torque oscillator, a microwave power source driven by dc currents.

For higher values of current density $J$, the limit cycle becomes destabilized, replaced by stable equilibrium $\pi$ away. This is spin-torque switching. Equation (58) suggests that lower-current (lower-power) spin-torque switching is favored by materials with lower values of damping $\alpha$.
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